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. Let z be a floating point number in IEEE double precision arithmetic
satisfying 1 < z < 2. Show that fé(z * (1/z)) is either 1 or 1 — ¢/2,
where € = 27%2 (the machine epsilon). as%)

. Let x,y be two non-zero vectors in R®. Show that there is always a
Householder transformation H € R™™™ such that Hx = 3. s

. Suppose the perturbation §(¢) is proportional to ¢, that is, §{t) = dt for
some constant o, Show directly that the following initial-value problem
yr:]'_ya OStSQa
y(0)=0

—

is well-posed. s

4. Let A(e) € R**™ be a real matrix function of the real variable ¢, that is,

each element of matrix A(e) is a function of . Show that the eigenvector
x(€) corresponding to a multiple eigenvalue A{e) can be not differen-
tiable with respect to ¢ whenever all elements of matrix A{e) and the
eigenvalue A(e) are differentiable. (s

. Calculate v/33 upto 4 digits after the decimal point and estimate the
error bound of your answer. %)

. Consider the initial-value problem
v =fty), a<t <0,
yla) = o
Let A = (b — a}/N. Show that the difference method
Wy = &,
Wis1 = w; +ar f(t, w;) + aaf (t + ag, w; + 82 f (4, wy)),

for each i = 0,1,..., N — 1, can not have local truncation error O(h*)
for any choice of constants a, ay, vy and dg. (s%)

01 .
. Let A = o b be a 2 x 2 real matrix. Suppose that A has ouly a

double cigenvalue. Show that A must be similar to a Jordan matrix.
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