Math. Prog. Ph.D. Qualifying Exam.
91.9.20

1. Consider the following nonlinear programming problem:

(28%)
max f(X) =X +(x,~2)?
st. gi(¥)=(%-2)+(x-1)°<0

%2(¥)=(x—1)°{(x2—2) <0
B(X)= x:<0
0a(X)= %<0

(a) Draw the graph of the feasible domain and find out all global optimal
solutions.

(b) Draw the normal cones at (0,3) and (0,2), then draw the gradients V f(0,3)
and Vf(0,2). Explainthe K-K-T conditions graphicaly at (0,3) and
(0,2).

(c) Find out the Lagrange Multipliers associated with (0,3) and (0,2) respec-
tively.

(d) Arethe K-K-T conditions necessary or sufficient to the optimality? Does
every global optimal solution in (a) satisfy the K-K-T conditions? Why?

2. Given the primal problem (18%)
min (X
st. gx) <0
X e X c R"

where g : R" —» R™, X=compact, f,g € C'
(a) Showthath(1) = i A f B&Jg ( »xX}isxconcave on R™

(b) Definex(A)={y € R"|yminimizesf ( xtJg ( x ) X}cShoa that, if

x ex(4),then g(x) isasubgradientof hat 4.
(c) Inalinear case, if problem (P) is
min  cX
st.  AX)=b
x>0,

prove that the Lagrangian dual is just the dual problem of (P) in the sense
of Linear Program.

3. Let Xbeanon-empty setinR"andf: R" — R. Consider the conjugate
function f* defined as follows: (18%)

*(u) = sup{(x,u) - f{x} : xe X}
(a) Interpret f* geometrically.
(b) Let f(x) = e*, x € R and g(x) :i|x|p, p>1,x € R.Compute f*(u)
p

and g*(u)



(c) Inwhat case, f= f*

4. This problem relates to algorithms. Let

A == steepest descent method
B = Newton's method
C == Conjugate gradient method
D = Barrier function method. E == penalty method
F = Kelley's cutting plane method.

Answer the folowing questions with appropreate reasons.

(18%)

() Which methods involve the line search?

(b) Which methods require first-order informations of the objective function?

(c) why can a cutting plane method be treated as a dual method?

5 Letay<ap< ..<an bemrea numbersandt; ,tz,...tnbe positive.
Definef on R by (18%)

f()=>t |x-a|
j=1
(a) Show that £ i§ copvex.
(b) Show that
of (X) _{Z{j:aj<x}tj—2{j:aj>x}tj, if  xe{a,a,,..a}
D Lyt - @ >3t +-tjo.tjo], it x=aq

(c) Design an agorithm to minimizef.



