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1.
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A forward-differcnice formula for f'(zo) can be expressed by

(o) = 3 F(zo + ) = Fla)] = 5 f"(ao) — & £ (z0) + O(1)

Use extrapolation to derive an O(h3) formula for f'(zg). co%)

Suppose that f(z) is a real-valued function having roots in a certain
real interval. For finding a real root of f(z), there is a well-known
iterative method, named the secant method, which can be described

by
_ ) (e — )
T T @) = f@e)

Show that the convergence of the secant method is of order a = L5
(15%)

. Let A(e) € R**" be a real matrix function of the real variable €, that is,

each element of matrix A(e) is a function of . Show that the eigenvector
x(e) corresponding to a multiple eigenvalue A(e) can be not differen-
tiable with respect to ¢ whenever all elements of matrix A(e) and the
eigenvalue A(e) are differentiable. (o%)

n
Show that the quadrature formula Q(P) = Y ¢;P(z;) cannot have

=1
degree of precision greater than 2n — 1, regardless of the choice of
Clyee o, Cny ald Ty, ..., Ty, (15%)

Consider the square linear system Ax = b. Let D be diagonal cousist-
ing of the diagonals of A. The parametric Jacobi method, called the
relaxation of Jacobi iteration (JOR), is expressed by

Lkl = T — wD_l(A.’I?k — b)

Show that if Jacobi iteration converges then JOR converges for 0 <
w < 1. ow



6. Suppose the square linear system Az = b has been solved via the partial
pivoting factorization PA = LU. Assume t-digit, base # = 10 floating
point arithmetic is used and the condition number of A, ko(A4), is
about 107,

a.) Estimate relative error of computed solution. (sw

b.) Can you give any strategy (a numerical method) to improve the
accuracy of the numerical solution by using the same partial piv-
oting LU-factorization? (%)

c.) Can you give any strategy to improve the condition number of A
so that the computed solution is more accurate? (o%)

7. Consider the initial-value problem
! .
y = f(t,y), for a <t <b with yla) =«

Let
Wy = &
Wit = W; + hqﬁ(ti,wi, h) for 7> 0,
and ~
Wy = &
ﬂji—i—l = U7i = hqb(t“ f[ji, h) for 7 > 0,
give two one-step methods for approximating solution of y(t) with local
truncation error 7,41 (h) = O(h") and T;11(h) = O(h™!), respectively,
ie.,
y(tin) = y(t:) + ho(ti, y(t:), h) + O(h™)
and _
Y(tin) = y(t:) + hd(ts, y(t:), h) + O(R™F?).

Please use these two methods to construct an adaptive step-size control
method for the cousidering initial-value problem. (s%)



