
Prove or disprove t he following sLatemellts 

1 (10) 0 =J S c R S is cO llnected ==> S is an interval. 

2. 	 (lO) x E lR. \ {2mrr : In E Z} > I ,\",11 ei l.: :c I < _ ._1 _.
L..-I.:= l - ISill }'I 

3. 	 (10)If L an is convergent and {b,,} is a convergellt sequence, thcn 
L anUn is convergent. 

4. 	(10) 


sin l , .r: E (O . l J 

y = :J.

{ O. 1" E [- 1,0] 

T he set S = {(x, y)l x E [- 1, I ]} C R 2 is arcwis(: connected. 

5. 	 (10) 

lim [ lim cos71l(mlv7rr)] = -1 


11i-'OO n -.oo 

6. 	 (10) T he sequence {.Tn }~=l converges ill [0, 1] and the convergence is 
not uniform. 

7. 	 (20) Let S be a subset of a metric space. Then S is compact if and 
only if every sequcnce in S contains a convergent subsequence in S. 

8 	 (20) Let V be a subspace of t.he Fudidean space (1R2009 , d) . Given 
.T E ]R2008 , there exist.s a unique y E V with d(x, y) = infzE II d(x , z). 
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Part II . b~A1.1\it 

In 	the following, jR denote the set of real numbers. 

L 	 (10 points total, 2pts each) For each of the following statement, answer "T" for 
true or "F" for false. No need to justify your answer. 

In 	the following, m and n are both positive integers . 

(a) 	 Let ¢:]Rm I----' jR71 be a linear map. Then the kernel ¢ - l = {v E jR1r1 1¢(v) = 
O} forms a sub-vector space of ]Rm . 

(b) 	 For any m x n matrix A and n x m matrix B , det A B = det B A. 

(c) 	 If A is a square matrix and B is similar to A, then A and B ha,ve the same 
eigenvectors. 

(d) 	Let A be a 4 x 4 matrix with characteristic polynomial 

x(x - 1)(x - 2? and minimal polynomial x(x - l)(x - 2). 

Then A can be diagonalized. 

(e) If T : JR2 JR2 given by T(x, y) = (2x + y + 1, x - y), then there exists a I----' 

2 x 2 real matrix A such that T(x, y) = A · (x,y)t, where (.x,y)t denotes 
the transpose of (x, y). 

Show all your work for t he rest of problems. 

2. 	 (10pts) Let E be the real vector space spanned by VI = (1 , 1, 0, 0), V2 = (0 , 2, - 1, 1). 
Let v = (0,2,0,4). Find the orthogonal projection (with respect to the standard 
inner product) of v into E. 

3. 	 (lOpts) 

(a) (5pts) Let 	A be an m x n matrix over JR.. If AtAx = 0 for some x E JR.71, 
show that Ax = O. 

(b) (5pts) Use part (a) to show that if the columns of A are linearly indepen­
dent, then At A is invertible. 

I 

(a) (10pts) F ind 	an orthogonal matrix P and a diagonal matrix D such that 
P -1AP = D. 

(b) (lOpts) Find the matrix B = A33_5A32+3A31+9A30+A3_ 5A2+4A + 4I , 
where I denotes the 3 x 3 identity matrix. 
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